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Title 
1. A paper on the cost of data ownership, prepared for the Joint Information Group on behalf of AHd Def Log Info.
Issue

2. Poor data quality is leading to excessive cost in support contracts, support and safety risk,  and is impacting the Support Chain’s ability to perform efficiently. 
Key Recommendations 

3. The following recommendations require endorsement to produce business cases to:
a. Pilot a project to develop a methodology for addressing improved data quality.
b. Identify and subsume data quality initiatives into one programme under the control of a 1* business leader.
c. Implement a business improvement programme which aligns data with business performance through a clear definition of requirements, performance measurement and cultural change.
Background

4. The Joint Information Group sponsored this report in order to develop an understanding on the cost drivers associated with data quality errors. Evidence for this report was gathered through a review of literature on the subject including the recent Material Accounting Review and through semi structured interviews with 26 people from 5 project teams covering Platform and Equipment in the Air and Maritime Environments. The interviews covered both MOD and Industry representatives in various roles, including supply chain, supportability engineering specialists and team leaders. The questions probed how their Project Team break down their key cost drivers   what performance measures exist and what data was required to support these and the quality of that data. Additionally questions focused on the proportion of project costs associated with risk premiums.
5. The full analysis of the interviews and background material is included at Annex A with examples of the costs and impacts of data quality identified at Annex B.

Analysis

6. Data underlies all support activity, and is particularly critical in complex CLS arrangements.  These lack the stovepiped data management processes that characterised earlier support contracts, and seek to exploit information to improve efficiency and effectiveness, through life and end-to-end.  Poor data quality has characterised many projects, and has reduced the ability to achieve the benefits of CLS.  Poor data quality affects all stakeholders, with FLCs unable to have confidence in critical planning systems, and PTs and Industry unable to plan in critical areas such as inventory management, rotable repair and modification development. 
7. Categorising the cost and impact of data quality failings is, and will remain difficult. Poor data quality is often blamed for a business failure and is seen as a cause, whereas in most cases it is a symptom of an underlying problem. More often than not the poor business outcome is due to a human error, or a process or technology failure not providing data of sufficient quality.  Poor data quality renders ineffective information management and precludes effective information exploitation. 
8. Quality requirements for data are rarely specified.  Users do not understand the interfaces to their customers or suppliers and how their contribution impacts other’s processes or decisions.   In defining the requirements, there needs to be a balance between understanding when data needs to be 100% accurate and when other quality characteristics are important.  Business process analysis is essential to determine which data has the greatest importance to stakeholders at all levels.
9.  People will only maintain data if they understand its value, and if the cost to them of good practice is less than the cost of bad practice.  This is not solely a matter of education; fixing these errors requires training, cultural change and a clear definition of roles and responsibilities for data management.  The costs associated with people not doing the right things, either through not following the process, genuine errors, resource limitations or lack of understanding leads to longer term corruption of data and increased long term costs. Data cleansing will be an ongoing resource and cost drain if the underlying cause of poor quality data is not addressed, with no guarantee that corrected data will not again be corrupted.
10. Inconsistent entry of data such as part numbers, serial numbers and stock numbers have led to spurious stock levels being reported and a loss of configuration control.  For the support chain to be effective and efficient the processes, data and systems used to manage the sourcing, storage and distribution of materiel must be interoperable with those of Engineering and Asset Management.  There must be clear, singular ownership of common data elements, with rigorous configuration control procedures  However, data entry must be sufficiently flexible to permit transactions to continue, or users will be incentivised to apply work-arounds to solve their immediate problem.  While much data entry is carried out in FLCs, errors may have deeper causes in PTs or Industry; quality failure processes should be applied to determine root causes.
11. Inaccurate stock records lead to inaccurate forecasting and planning, and increase contract costs.  Investment needs to be made in improving data values to an appropriate standard.  Project Teams are responsible for the data associated with their assets, including the maintenance of documentation and the correct application of reference data, codes, standards and the accurate completion of data fields. This is a significant cost driver and should be the focus of improvement activities.

12. Linkage of logistic data to asset configuration control processes is essential.  Engineering modifications have an indirect but fundamental impact on the cost of availability Through Life. The time lag between failure and rectification associated with Engineering and Asset Management data and the lack of long term cost trend data drives short term measures and behaviours. Through life cost implications of decisions need to be understood by all stakeholders. Key performance indicators need to include a measure of through life cost trends. All KPIs need to be underpinned by local performance measures that drive behaviour

Conclusions
13. A lack of a coherent programme to manage and improve data quality is leading to Project Teams addressing their issues in isolation and a number of unrelated pan project initiatives. Data Governance needs to be established to provide consistency of approach, application development and policies. This should also include the underlying common business terms, corporate reference data and standards.

Annex A 

Analysis of interviews and background material – the Scope of the Problem 
1. Specification of Data Requirements

a. Poor data quality is often used as a reason for business non-performance. Yet a definition of data quality requirements, covering a range of characteristics other than timeliness, is rare. This lack of definition highlights the difficulties in judging whether data is fit for purpose, and whether the term poor is appropriate.  

b. In defining the characteristics there needs to be a balance between understanding when data needs to be 100% accurate and when other quality characteristics are important e.g. The number of main engines in stock requires 100% accuracy due to their high value and low volume, however 100% accuracy for the number of light bulbs in stock is not as critical, but the rating and type of fitting of those light bulbs is key, so completeness of the record becomes the driver. 

c. The approach of taking the top 10 items which accounted for 80% of the contract spend (see Annex B 1.a) and auditing the data and physical assets proved crucial in reducing the contract cost to an acceptable level.

2. Inventory Management
a. Stock level accuracy is a key issue. This has become more apparent through the change in contracting mechanisms. Previous contracts drove behaviours where data was not considered important in the spares rich environment that existed and people were not held to account, partially because they could not see the costs. With the advent of outsourcing contracts, data has become visible as part of contractual agreements with costs becoming explicit.

b. Within the new contracts, issues have arisen with transfer of responsibility from MOD to Industry, particularly with the write on/write off process. Data taken from systems was used for contract negotiations, but estimates suggested that 30% of the stock system records were inaccurate. This has led to additional inventory requirements. Data rectification is a cost, data cleansing will improve data quality for duplicate records etc, but won’t improve accuracy. Data cleansing becomes an ongoing resource and cost drain if the underlying cause of poor quality data is not addressed. 

c. A significant number of issues were raised against DSDA for not conducting physical audits or for relying on local knowledge (items stored in different locations to that recorded). Some of the problems have arisen through resource constraints, and some through a lack of appropriate new processes following the closure of depots (see Annex B 1.e).   

d. The depot closures also highlighted issues with the requirement for maintenance facilities and the Inventory Management applications. Although there are inherent differences between Inventory Management and Engineering & Asset Management (E&AM) disciplines they are intrinsically linked. Issues were raised about the incompatibility of the IS applications (WTMS, SCCS/MJDI, VITAL, LITS) to deal with the Inventory management requirement for NATO Stock Number (NSN), against the E&AM need for Manufacturer’s Reference, Part Numbers and Serial Numbers. This is causing problems with the ability to track items, particularly safety critical / lifed components, and maintaining configuration control of platforms 

e. Another IS compatibility issue was highlighted through the Materiel Accounting Review, which showed £14m of assets being invisible to the systems, Project Teams and Front Line Commands.

f. One solution has been the adoption of authoritative master data which improves the synchronisation, flow and accuracy of data by providing a single source for key sets of data elements common throughout the business. 

g.  It has been recognised that Project teams are contributing to the problems of Depot capacity planning, through the demand management process. One project described how typically two years worth of stock was ordered when a stock order level was triggered only for one years worth to be returned six months later when it was realised it was not needed. As a result Depots are unable to predict delivery volumes and unable to forecast when items would turn up. This has led to 3-4% of stock having negative usage on the system.   

3. Packaging
a. There are numerous examples associated with the use of inadequate or incorrect levels of packaging which have resulted in damage to assets and ultimately to platform unavailability (see Annex B 1.f). The reasons for failure vary from the Project Teams applying the wrong packaging code for the asset or the absence of a packaging code. This is either through a lack of understanding of the process requirements, or people taking risks and ignoring the process and applying a lower level of packaging to get cheaper solutions. This is often a false economy (see Annex B 1.J).  

b. The application of packaging codes is patchy and differing codes are causing confusion across the base inventory systems. Improvements have been made with one system having 56,000 blank fields reduced to 5,500, but these still results in the manufacturer making a decision on the level of packaging, the usual default being the cheapest.  

c. In many cases the risk to assets is magnified by the lack of understanding of the correct processes regarding the packaging and the handling of materiel by the users themselves. Items being shipped without the correct containers or protection often leads to them being damaged.

d. All of these problems impact on DSDA’s ability to accept stock or to move it into and around the system.

4. Engineering & Asset Management (E&AM)

a. E&AM as a process deals with the maintenance of a capability to a required standard. The drive for E&AM is to deliver the capability for longer at reduced cost. Accurate fault analysis allows costs to be driven down through more effective diagnostics and repairs. This data is also required for Reliability Centred Maintenance (RCM) analysis and is an essential part of logistic support modelling. This modelling has a no immediate effect on the day to day performance reporting on availability. It does have a fundamental affect on through life costs but the link between short term availability and long term costs is too indirect to ensure the right levels of data quality is maintained. This is due to the long timescale between analysis of faults, design and fitment of modifications, and use in-service. The effect of a single RCM change is not analysed, at a macro level, to understand its contribution to overall improvement. 

b. In some cases too many people are authorised to change configurations, or at least they have access to the systems that allow them to make changes. In one example the practice was to open a session on a configuration system in the morning and leave it open for all to use throughout the day. No one was therefore accountable for the data entered.

c. There is a process for raising a dummy part numbers. LITS for example has rules that require a NSN and part number. If a part is supplied that is not on ISIS a dummy part number is created. There is supposed to be a trawl of dummy part numbers every 30 days to replace them with legitimate numbers but this is not rigorously invoked so incorrect data leads to an inability to track items and a loss of configuration control.
d. Configuration control of a platform or asset is difficult to maintain, particularly with operational fixes and timescales between maintenance periods.  The update of documentation is often conducted post events when resources are focussed on the next project – ‘updating Technical documentation is not the nearest crocodile’. The pressure on resources means that documentation updates are one of the first items to be taken as a saving measure. This conscious action means that future decisions are made on historical data, which does not reflect the platforms true configuration. This results in additional work through inaccurate work specifications e.g. one project suffered a £3.6 million growth in contract price. This equated to 18% of the £26m overall contract value. Although not entirely a significant portion of that growth was directly due to out of date technical documentation leading to unexpected changes and rework. 
e. The decision to suspend configuration control needs to be balanced against safety considerations and the need to maintain data against cost of survey or rework. 

5. Human Factors

a. Where people are involved in any process errors are inevitable and can occur for a variety of reasons. The interviews showed examples of where training has not been given on the operation of an application, the processes are not being understood or followed, where the pressure of work does not permit time to complete a job fully or where people are not aware of the importance of the data they enter and the subsequent impact it can have in supporting processes/functions.

b. The challenge to overcome is to make it easier to enter the right data. The addition of a  symptom capture front end for fault analysis to an application, which eliminated drop down menus and forced people to describe issues through a series of questions and answers, is an example of good practice (see Annex B 1.b). 

c. Educating people in the Front Line as to the importance of their inputs has been demonstrated to give significant improvements on the reconciliations between the data record and physical platform. This also applies throughout the value chain so it is therefore important that supplier and customers of data are clear about its intended use, the required quality and their responsibilities to meet that standard.

d. To support the education, users with the right roles and responsibilities and skills must be identified. The practice of ‘open systems’, where the first person to use the application logged on and left it open for all to use throughout the shift must be removed. This practice does not allow the source of data errors to be traced and or for individuals to be held accountable. 

6. Performance measurement 

a. Performance has been seen to improve where education and local performance indicators are introduced to support local data accuracy initiatives. The link between key performance indicators and these local measures needs to be explicit.

b. Top level key performance indicators across organisational boundaries have been problematic. Where there is ambiguity about the method through which they are constructed or the provenance of the data used to calculate them a lot of time and effort is required to negotiate an agreed value. Front Line service performance can be poor and yet through a process of alleviations contractors’ performance can meet the contractual level. This has an impact on the relationship between customers and contractors. In cases where requirements have been jointly and unambiguously defined with a clear joint process for drawing data business performance and trust has improved. 

7. Applications

a. System to system – There are issues with synchronising data to be shared due to missing, incomplete, inaccurate and non standardised records. This is particularly apparent with the inability to cross reference, both internally within the MOD and with Industry, Serial Numbers, Part Numbers, and NSN data. Additionally different terms, definitions, and sets of values (such as packaging codes and NSN’s) for the same data object have caused problems. These issues are as a result of a mixture of human, process, historical (tri-service) and to a lesser extent technology factors. This has led to an additional and continuing cost of data cleansing activities to achieve interoperability.  

b. The need for repositories for authoritative definitions, lists of values, corporate master data and standardised business rules, coupled with appropriate governance will aid in resolving these issues as will aligning architectures and data models  

c. Information Systems are doing more than envisaged at their initial design time and are supporting processes and contracting methods not in place when they entered service. This is leading to data being misinterpreted, or not being produced at all.   

d. Some of these systems are old. The loss of expertise in the system design and cost of modification means changes to support new requirements are not adopted. The advent of the Log NEC and FLIS DP will provide a mechanism for responding to these issues however the rationalisation of applications must also address the (comprehensive) process requirements and training to meet business improvement.

e. The cost of development of some applications has been borne by individual platforms, but the benefits could be of use across multiple platforms. An example is an industry developed system capture tool which has delivered real benefit to one platform (see Annex B 1.b), but continued improvement to that product has stopped due to funding issues. Other platforms are now considering the tool but doing their own cost analysis. A mechanism for sharing funding for the development of such tools, with proven benefits, needs to be considered.  

f. The mechanisms for managing data varies across Project Teams, some utilise office applications such as Excel spreadsheets and MS Access to manage their business data. Some of the Project Teams have expressed a desire to retain autonomy, as these mechanisms delivered a better understanding of the data and information required for that platform. The use of spreadsheets will always exist but the need to consider the similarities of common processes, common data and common applications is important. There is a cost and training element to having variations between project teams, particularly in the same cluster, although a one size fits all application isn’t always the best. In those cases the standardisation of the data is the important factor. 

g. It was found that some applications, which had bad reputations, were not in their own poor applications but whose reputation was being undermined by the quality of their data. This has led to applications (including new ones) not delivering the benefits that had been envisaged.      
Key Findings and Implications
8. From the analysis above a number of key findings and implications can be derived. These are as follows:-
a. Data needs to be managed in the same way as a product, using a quality management system. Agreed customer requirements for data characteristics need to be defined and measured. This requires customer/supplier agreements for data.

b. Information and data are a line management responsibility. Terms of Reference for all Project Team leaders are to be amended to reflect their responsibility for ensuring their information and data is suitable for its intended use.

c. Data values are a project responsibility. Projects are to define the roles and responsibilities of individuals who will be accountable for data elements in their own and corporate processes.

d. Data governance needs to be established to provide consistency of the application of policies. This should include common business terms, corporate reference data and definition of data standards.

e. People need to be trained to fulfil their defined roles. Where possible data management should be intuitive or, where appropriate, automated.

f. Projects need to understand the through life implications of their decisions. Life cycle cost models should be used to assess the return on investment on resource decisions. 

g. Key Performance indicators need to include a measure of long term cost trends, which will be dependent on E&AM data. These measures should be derived from Life cycle cost models. 

h. Good practice would be to carryout Value Stream Mapping and Life cycle cost modelling before contract thereby reducing the uncertainty for all parties and minimising the risk contingency built into the contract prices.
i. Stock level inaccuracy should be addressed, with an initial focus on high value items (in terms of £’s or importance).
Annex B

Examples of costs and impacts associated with data quality.

1. The following examples are extracts from the interview transcripts which show some of the costs of data both good and bad:   
a. A £50m (40%) reduction in contract price through concentrating over a 1 year period prior to contract let on improving data accuracy, record completeness and associated processes around the top 10 cost drivers

b. A 90% rise in accuracy of fault code analysis resulting in reduced maintenance load, repair cycle (reducing use of Line Repairable Items) and inventory costs through an improved human / system interface costing £140k, but with the potential to roll out over other Projects

c. A £22.5m p.a. risk premium, primarily due to uncertainty over data received from MOD
d. An estimate of 30%, of a contract cost for spares provision and maintenance, is wasted through inaccurate data. This includes an increased cost of £8m for the replacement of a safety component which may or may not have reached its end of life due to a loss of configuration control.

e. A 4000% rise in inaccurate stock level records over a 2 year period resulting in a ‘no supply’ issue. This coincided with the closure of a depot dedicated to stock management of one environment and the consolidation of stock management in DSDA. Stock out for one Project Team rose from 600 in 2006 to 8,000 in 2007 and 24,000 in 2008.
f. An Asset worth £44k damaged through inadequate packaging, which was directly responsible for platform unavailability and a contributing factor to the serviceability rate falling below the operationally required level. 

g. An estimate of 80 man years (£2m+) to recover data corruption issues with an ongoing commitment of £500k for maintenance and monitoring A reduction of data errors from 15% to 0.2% through improvements in authorative data has allowed system synchronisation but supports safety case approvals

h. A 250% increase in contractual price through difficulties in cost estimate predicting due to a lack of information

i. £1.05m spent on highly specialist personnel over a 2 year period for resolving data error inconsistencies with an ongoing commitment of £600k for continued monitoring and maintenance

j. £500k for repairing and replacing an item which had an incorrect packaging code applied to save costs, but resulted in item being damaged 

k. 17 examples of inadequate packaging resulting in £267k of damaged assets

l. £116k as a direct result of alterations and additions not being updated in the original technical documentation

m. £105k extra cost to a refit due to inaccurate stores data

n. Additionally a significant number of ‘un-quantifiable’ examples have gathered where configuration control of an asset / platform has been lost which has led to rework, costly late changes and incorrect inventory orders 

o. Extraordinary efforts are being made on one project to ensure Airworthiness due to a loss of configuration control – quoted as not meeting commercial standard. This is incurring significant costs to rectify and is likely to require an on going resource commitment. 
p. Finally a number of quotes from various projects about the potential gain in concentrating on the data accuracy of a top number of items such as ensuring fault data is input correctly, and maintaining accurate stock and configuration data (see point o):

i. “50% of the repair cost is concentrated on the top 5 items, 80% on the top 10

ii. “In Avionics if you concentrate on the top 2 items you can reduce costs by 20%”
iii. “Corporate stock of secondary replacement items (and accurate stock detail) is in many ways irrelevant, the important items are those items where having the wrong stock is expensive”
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