[image: image1.jpg]ManTech

International Corporation




Provision of Long Term SATCOM and FOC CIS Services to Support ISAF Expansion

IFB-CO-11482-OPL


THE 2005 PROVISION OF LONG TERM SATCOM AND FULL OPERATIONAL CAPABILITY (FOC) COMMUNICATIONS AND INFORMATIONS SYSTEMS (CIS) TO SUPPORT ISAF EXPANSION PROGRAM

PROGRAM IMPLEMENTATION PLAN (PIP) - SECTION 12
DISASTER RECOVERY PLAN 
October 1, 2005

In Response to:

IFB - CO - 11482 - OPL

Prepared by:

ManTech Address 

Phone: 

A subsidiary of ManTech International Corporation

[image: image2.jpg]ManTech

International Corporation





This proposal includes data that shall not be disclosed outside of NATO and shall not be duplicated, used, or disclosed in whole or in part, for any purpose other than to evaluate this proposal. If, however, a contract is awarded to this offeror as a result of or in connection with the submission of this data, NATO shall have the right to duplicate, use, or disclose the data to the extent provided in the resulting contract. This restriction does not limit NATO’s right to use information contained in this data if it is obtained from another source without restriction. The data subject to this restriction are contained in all sheets of this proposal.

Table of Contents
412.1
Introduction


412.1.1 Mission


412.1.2 Objectives


412.1.3 Assumptions


412.1.4 Definitions


512.2
Service Impact Analysis


512.2.1 Understanding the Responsibilities


512.2.2 Scope


512.2.3 Objectives


512.2.4 Critical Resources, Impact Identification and Recovery Priorities


612.2.5 Critical Time Frames


712.3
Recovery Strategy


712.3.1 Preventive Controls


712.3.2 Recovery Approach


812.3.2 Escalation Plans


812.3.3 Decision Points


912.3.4 Alternate Recovery Plans


912.4
Disaster Recovery Organization


912.4.1 Responsibilities


1012.4.2 Security


1012.4.3 Administration


1012.5
Plan Administration


1012.5.1 Development of the Plan


1112.5.2 Testing of the Plan


1212.5.3 Maintenance of the Plan


1212.6
Extraction/Redeployment


1212.6.1 Responsibilities


1312.6.2 Site Shut Down


1312.6.3 Site Relocation


1312.6.4 Site Stand-up


14ATTACHMENT A - DISASTER RECOVERY CHECKLIST


16ATTACHMENT B - PERSONNEL CONTACT LIST TEMPLATE


18ATTACHMENT C - VENDOR CONTACT LIST TEMPLATE



 
List of Tables

6Table 1. Critical Resources and Recovery Priorities


6Table 2. Critical Time Frame


8Table 3. Escalation Plan part of Recovery Strategy Development


8Table 4. Decision Points within 24 hours


9Table 5. Disaster Recovery Staff and Respomsibilities


12Table 6. Disaster Recovery Staff During Extraction/Redeployment and Responsibilities


13Table 7. Action Checklist for Operations




12.1
Introduction
12.1.1 Mission
The mission of the ManTech Disaster Recovery Plan (DRP) is to supply seamless, reliable Communications and Information Systems (CIS) providing unsecured and secure voice and data services and equipment in support of the North Atlantic Treaty Organization (NATO) International Security Assistance Force (ISAF) in Afghanistan.   

12.1.2 Objectives
The overall objective of the DRP is to protect equipments, data stores and resources, to sustain operations and essential services, to recover data before, during and after equipment or service related disasters. DRP will ensure that effective procedures and measures are in place to accomplish the objectives. 
12.1.3 Assumptions
Assumption 1: The disaster recovery plan will be presented as a draft plan based on the architecture flexibility of the ISAF and NATO.  All applicable changes and/or modifications will be reflected as an approved change and will be updated in the disaster recovery plan will be at the earliest possible opportunity.  

Assumption 2: The disaster recovery plan will allow for the replication of a small amount of critical data offsite during off hours.

Assumption 3: It is assumed an average 10 percent data change rate for the Exchange and File Servers.  This assumption impacts the required amount of capacity needed for snapshot retention.

12.1.4 Definitions
Friendly Forces: Member States of the NATO and associated ISAF personnel, the Afghan Government and the Afghan National Army (ANA).

Disaster: Disaster is considered any incident or event that results in a major interruption of operations at one or more of the ISAF Hubs, Regional Centers or PRTS. 
Disasters are classified under three categories: Natural Disasters such as fires, floods and earthquakes; Human Disasters such as terrorism, political unrest and theft; Technological Disasters such as server crashes and power failures. 
Disaster Recovery Plan (DRP): IT-focused plan designed to restore operability of the target system, applications, or computer facilities at an alternate site after a major and usually catastrophic disaster. 
Catastrophic Disaster: Considered as any incident or event that would render any ISAF Hub, Regional Centre or PRT supported by the contractor incapable of processing or conducting critical functions for an extended period of time, or a timeframe designated in writing by the client.
12.2
Service Impact Analysis

Service Impact Analysis will be analyzed and measured as outlined in Annex C: Information System Service Level Agreements, Book II, Part IV – SOW.

12.2.1 Understanding the Responsibilities

ManTech understands that under the Provision of Long Term SATCOM and Final Operational Capability CIS Services in support of ISAF Expansion Program we are required to operate and maintain the NATO secret, ISAF Secret and NATO Unclassified local area network (LAN) and the telephone services for all sited included in the contract. 

12.2.2 Scope

For disruptions in service that affect only a portion of systems or operations at any one location, a subset of the full recovery procedures will be used to restore normal operations. The impact of such a disruption would require notification and periodic updates be circulated throughout the System, until normal operations are restored. The appropriate authorities, depending on the nature of the disaster will be contacted. 

12.2.3 Objectives

The key objectives of this plan are to:

· Implement effective emergency management responses premised on the existence of certain back-up measures essential to temporary restoration of services 

· Assure emergency equipment replacement 

· Replace and/or restore the documentation of hardware and software

· Preserve system and data back-up disks

· Search for availability of the alternate operations site and communications connectivity. This plan covers restoration of operations at any ISAF data center, but it does not attempt to solve all the problems that would be presented

· Protect data 

12.2.4 Critical Resources, Impact Identification and Recovery Priorities

As part of the disaster recovery strategy the resources that support critical service processes are identified. The critical resources are then analyzed and the disruption impacts on the program critical operations are determined. Impacts identified and allowable outage times are estimated  by using Annex C: Information System Service Level Agreements, Book II, Part IV – SOW. Finally, on a ‘high-’ and ‘low-’ scale the critical resources are prioritized. Table 1 provides the service impact analysis that defines and prioritizes the critical resources for the ISAF program. 
Table 1. Critical Resources and Recovery Priorities
	Critical Resources
	Outage Impact
	Allowable Outage Time
	Recovery Priority

	Workstations
	No access to desktop or laptop computers including software and operating system
	One day
	High

	Printers
	Cannot produce hard copies of the documents
	One day
	Low

	Authentication Server
	User or workstation cannot authenticate with the local directory
	One day
	High

	E-mail Server
	Cannot send, store, process and receive e-mail and multimedia e-mail attachments
	4 hours
	High

	File Share Services
	Cannot store and retrieve files on shared, controlled access storage media including access controls, back up and recovery
	4 hours
	High

	Web & Proxy Servers
	No access to in-house web
	One day
	High

	Application Servers
	No access to non-COTS ISAF/NATO applications
	One day
	High

	Directory Services
	No access to directory information
	4 hours
	High


12.2.5 Critical Time Frames

Table 2 shows the critical time frame and the actions need to be taken within next seventy two (72) hours right after the disaster occurrence.

Table 2. Critical Time Frame
	Time                                                                       (Disaster + hrs)
	Actions

	D + 00
	Notify disaster planning/disaster recovery coordinator

	D + 02 
	Assess nature and impact of emergency

	D + 04
	Follow through on notifications

	D + 12 
	Complete recovery preparations

	D + 24 
	Establish a basis for interim operations

	D + 72
	Determine the feasibility of continued operations at the disaster location


12.3
Recovery Strategy

12.3.1 Preventive Controls

Data Backup: The snapshot technology will be used to backup data on the file server and email servers. Backups will be performed daily, at the end of the work day and kept up to thirty (30) days.

Virus Protection: ManTech will have a pro-active maintenance program for all workstations and servers. We will ensure that anti-virus definitions are kept up to date and that patches, updates and configuration changes directed by the authorized body (NCSA, ISAF J6) are applied. All new software will be scanned prior installation and monthly checked to ensure no virus has been introduced. ManTech will also provide anti-virus maintenance and OS patching for NATO installed additional servers when required.  

Configuration Management: Our Configuration Management assures that the System is protected against any possible hardware, firmware and software failure prior to or during the operation. An auditable record of all designs and documentation changes will be maintained.
ManTech will maintain a configuration database with the listing of all the maintained information systems. The database will include but not limited to: 
· Description of the configuration item (workstation, server, laptop, printer, etc…)
· Brand/Model

· Procurement Date

· Device Location

· IP address

· Allocated switch port (if applicable)

· Software configuration including updates

Power Failure: Uninterrupted Power Supply (UPS) will be provided and in place to ensure system operation during periods of loss power. 
12.3.2 Recovery Approach

Backup Method: The backup solution for the ISAF expansion will use snapshot technology to backup the data to Disk. A Storage Area Network (SAN) solution for file and email data was chosen due to the high availability and redundancy provided in SAN architecture plus the advantage of Snapshot technology to backup user data. The SAN contains all warm swappable disks, dual Network Interface Card (NIC) connectivity with failover, robust power and cooling diagnostics, and dual redundant, hot swappable power supplies. Snapshot technology on the SAN will be used to backup data (all user files and emails) from the file server and email server to disks.

SAN is provided for the IS and NS networks and contains enough disk space to take snapshots of the changes in the file system and write the snapshot to a separate part of the SAN.  The snapshot backups will be performed daily, at the end of the work day, and kept up to thirty (30) days. Administrator software (SAN/iQ) will be provided to allow local or remote administrators to restore deleted files.  Backing up to disk will make restores simpler and more reliable than tape.  

Equipment Replacement: ManTech will use one of the three strategies in case of a necessity for critical hardware and software replacement. 

Equipment inventory: ManTech may store extra inventory in a NATO designated storage area to be used in case of a need.
Vendor Agreements: Service Level Agreements (SLAs) will be developed with hardware and software vendors made for emergency maintenance service. The SLA will specify vendor response time after notification. SLA will also give us priority status for the replacement equipment shipment over equipment being purchased for normal conditions.
Existing Equipment: If the needed equipment is already housed/ stored within another site or ManTech location, these locations will be contacted for equipment availability.  
12.3.2 Escalation Plans

Table 3 provides the escalation plan for right after the disruption.
Table 3. Escalation Plan part of Recovery Strategy Development 
	Action 
	Time/Completed

	Asses the damage
	

	Notify Senior Management/ Prepare status reports for senior management
	

	Notify Users of projected time for becoming operational
	

	Contact Disaster Recovery Team using POC list at Attachment B
	

	Begin Disaster Recovery Team Operations and Disaster Recovery Logs
	

	Contact equipment replacement provider to initiate declaration of disaster and delivery of hardware
	Time: ___:___

	Notify hardware maintenance providers of disaster condition and disposition of affected equipment.
	Time: ___:___

	Notify software providers of disaster condition and imminent need for new software keys, as appropriate, upon identification of serial numbers of replacement equipment
	Time: ___:___

	Retrieve most recent back-up drives and transport them to alternate location
	Time: ___:___


12.3.3 Decision Points

Table 4 provides the time frame for the decision points that needs to be taken within twenty four (24) hours. 

Table 4. Decision Points within 24 hours

	Time                                                                       (Disaster + hrs)
	Actions
	Yes
	No -Explanation

	D + 00
	Does event warrant implementation of disaster planning/disaster recovery actions?
	
	

	D + 01
	Determine whether preventative measures should be taken at other sites/locations
	
	

	D + 02
	Will planned recovery actions at the affected site(s) be adequate or do additional measures or plans need to be implemented?
	
	

	D + 03
	Determine how extensive recovery operations will be and will interim operations be needed at another location?
	
	

	D + 12
	Have recovery preparations been completed?  If not then are additional resources required to successfully complete the task?
	
	

	D + 24
	Have recovery preparations been completed?  If not, then determine feasibility of establishing interim operations.
	
	


12.3.4 Alternate Recovery Plans
If the recovery of existing equipment and services is not feasible then actions will be implemented to purchase permanent replacement equipment, install permanent replacement hardware in order to resume all restored/normal operations.
12.4
Disaster Recovery Organization

12.4.1 Responsibilities

ManTech personnel at each ISAF location, organized into emergency management teams, will coordinate the initial response to the disaster, assess the damage, and determine the extent to which all or part of the disaster recovery plan should be deployed. Designated team members will have responsibility for maintaining the necessary sequence of notifications to senior management, to users, to public emergency personnel, and to sub-contractors, as appropriate and as the need arises. To insure preparedness for emergency responses, each designated staff, as well as senior managers, should maintain a copy of a contact list, as well as a copy of the full disaster recovery plan, at their work sites. 

The Disaster Recovery Team will be responsible for the coordination of the entire disaster recovery process. The team is composed of six skilled coordinators and five recovery teams led by them. Table 5 lists the recovery staff and their responsibilities.
Table 5. Disaster Recovery Staff and Responsibilities
	Key Recovery Staff Role
	Responsibilities

	Program Manager
	· Recovery Manager 

· Leads the Disaster Recovery Team 
· Responsible for the overall disaster recovery process
· Has the final authority regarding decisions during the recovery process

	Operations Manager
	· Disaster Coordinator 

· Coordinate with appropriate outside agencies for support and service interruptions, and resolve scheduling conflicts.

	Senior NOC Personnel
	· Technical Coordinator
· In the event the Operations Manager is unavailable the Senior NOC technician on site will act as secondary until relieved by the Program Manager
· Leads the Damage Assessment Team
· Evaluates the initial status of the damaged functional area, and estimates both the time to reoccupy the facility and the salvageability of the remaining equipment

	Regional/PRT Technician 
	· The Network Coordinator
· Leads the Network Recovery Team
· Responsible for overseeing the restoration of the email servers, file share services, web and proxy servers, authentication server and directory services

	Regional/PRT Technician 
	· Applications Coordinator

· Leads the Application Recovery Team
· Responsible for restoration of Application servers

· May need additional recovery activities such as data base restores or individual file restores 

· May develop programs/procedures to address specific problems

· May interface with application users to test applications 

	Regional/PRT Technician 
	· Computer Operations Coordinator
· Leads the Computer Operations Team
· Responsible from restoring workstations and printers

· Leads the Help Desk activities to provide phone assistance and status information to end-users.

· Provides Production/Control function for establishing production job schedules after systems and applications are restored.


Besides the Recovery Manager, the rest of the team members will be the responsible for  their portion of the recovery tasks. As the recovery process gets underway, there will likely be areas of overlap between tasks and close communication will be required. The Disaster Recovery Team will have regular meetings scheduled to provide for communication between team coordinators. During the meeting, the following items will be discussed: 

· Reviewing the current status of the recovery operation. 

· Emphasizing team members responsibilities
· DRP changes 

· Assigning new tasks to individuals

· Future action items
12.4.2 Security

Security of data files and equipment will be the responsibility of the on-site technicians.  In the event of an unpredicted disaster, the on-scene technician will make every attempt to protect and secure equipment and services without risking life and limb to perform the actions.

12.4.3 Administration
Administration of disaster recovery actions and implementation of this plan will be under the direct control and authority of the Program Manager.  The disaster recovery director will perform all activities under the Program Manager’s authority.

12.5
Plan Administration

12.5.1 Development of the Plan

The scope of this portion of the Disaster Recovery Plan focuses on identifying the basic operations and procedures that must be documented, and the hardware and software that must be restored, in order to insure timely recovery from a disaster.

The plan will contain detailed roles, responsibilities, recovery teams and procedures associated with restoring operability of the target system, application, or computer facility following a disruption. 
The plan will provide quick and clear direction to the personnel who are called on to perform recovery operations, but who are not familiar with the plan or the systems.  Checklist and step-by-step procedures will be developed and used where possible.
Using the developed Service Impact Analysis and Recovery Strategies a DRP plan will be developed around three phases;
Notification/Activation Phase: During this phase, the recovery team will detect and assess the damage(s).  The subsequent plan is then activated. 
Recovery Phase: During this phase, the recovery procedures will be put in place. Temporary operations will be built (where possible) and recovery actions will be started to repair the original system(s) to full operational status.
Reconstitution Phase: This is the phase where all operations and system activities turn into normal.  
The plan will be concluded with following attachments:
· Personnel/Disaster Recovery Team Contact List (Attachment B)
· Vendor Contact List (Attachment C)
· Equipments and Specifications

· Service Level Agreements (SLAs) and Memorandums of Understanding (MOU)

· Standard System/Server Standard Operating Procedures

12.5.2 Testing of the Plan

Every critical resource will be tested to verify the accuracy and effectiveness of DRP. The tests will address the system recovery from backup data, restoration of normal operations, notifications, recovery team member communications and coordination between each other and senior management. The DRP will be tested initially following commissioning of the first ISAF site and then tested quarterly thereafter until contract end date.

A DRP Test Plan including test schedule and participant list will be developed and distributed to the team members. The testing will be performed in a classroom environment unless each team member is not fully comfortable with the plan implementation. In cases such as this, a functional test will be performed where the event will be duplicated in a controlled environment while team members participate in a conclusive analysis. 
The recovery team will also be trained on the purpose of the DRP, team communication, coordination, security requirements and individual responsibilities. 

12.5.3 Maintenance of the Plan

No disaster recovery plan is static. The final draft of this report represents only a basis for the on-going maintenance requirements necessary to keep the dynamics of this plan current and up to date. The DRP will be reviewed for accuracy and completeness annually and will be updated whenever significant changes occur to ensure the disaster strategy measures are revised. Some types of changes that may require revisions to the disaster recovery plan are:
Hardware Changes:  Additions, deletions, or upgrades to hardware platforms. 
Software Changes: Additions, deletions, or upgrades to system software; changes to system configuration; changes to applications software affected by the plan. 
Personnel Changes: Changes to personnel identified by name or labor category in the plan; changes to organizational structure of the department.
Procedural Changes: Changes to off-site backup procedures, locations, etc.; changes to application backups; changes to vendor lists maintained for acquisition and support purposes. 

12.6
Extraction/Redeployment 

12.6.1 Responsibilities
Table 6 lists the recovery staff and their responsibilities during the extraction/deployment phase.

Table 6. Disaster Recovery Staff During Extraction/Redeployment and Responsibilities

	Key Recovery Staff Role
	Responsibilities During Extraction/Redeployment

	Program Manager
	· Responsible for the overall implementation and execution of the extraction/redeployment activities 

	Operations Manager
	· Primary Disaster Coordinator 

· Supervises all extraction/redeployment activities, coordinate with appropriate outside agencies for support and service interruptions, and resolve scheduling conflicts.

	Senior NOC Personnel
	· In the event the Operations Manager is unavailable the Senior NOC technician on site will act as secondary until relieved by the Program Manager

	Regional/PRT Technician
	· Perform activities to remove, relocate and reinstall equipment and services

	 NMCC
	· Provide appropriate access to the core network and satellite services to facilitate extraction/relocation operations


12.6.2 Site Shut Down

Site shutdown will be coordinated with the appropriate ISAF agencies on site and NMCC.  

12.6.3 Site Relocation

All equipment will be packaged in using appropriate packaging material and or by the use of shipping containers.  Transportation of equipment and supplies will be performed by ISAF military airlift or other disposition instructions when applicable.

12.6.4 Site Stand-up
Emergency management team members would initiate the steps necessary to reinstate operations from the new location. Ideally, the team would keep a disaster recovery log to aid in the preparation of status reports and to document the incident for historical purposes. Working from procedural and recovery checklists (copies of which should be maintained with the back-up tapes and with key copies of the disaster recovery plan), they would proceed to take actions as shown at Table 7 and Attachment A:
Table 7. Action Checklist for Operations
	Action 
	Time/Completed

	Assemble and verify availability of all necessary hardware, software, and resources at the back-up site
	Time: ___:___

	Install and test systems and applications software.
	Time: ___:___

	Establish Satellite communications links and services.
	Time: ___:___

	Arrange for and test/verify full recovery of communications capabilities

· Determine starting point for recovered operations.

· Establish latest back-up files to be restored

· Establish priority sequence for restoring most critical applications

· Revise operational schedules
	Time: ___:___

	Alert the user community to status and potential gaps in data and/or changes in procedures (i.e., need to re-enter lost data or resubmit requests/reports, etc.)
	Time: ___:___

	Restore operations and begin processing (with most critical applications, first).
	Time: ___:___

	Monitor and verify restoration is complete and data integrity and continuity have been re-established.
	Time: ___:___

	Resume full operational schedule.
	Time: ___:___


ATTACHMENT A - DISASTER RECOVERY CHECKLIST
	Action 
	Time/Completed

	Immediately or within the first hour the individual who is aware of the incident will:

· Upon occurrence of any disaster that causes interruption of service at any site, contact the Primary Disaster Recovery Coordinator. In the event he is unavailable contact the secondary, back-up contacts/coordinators located at the NOC.

· Contact the NOC who will in turn contact SHAPE NCSA NMCC to report the incident. 

· Assess nature and impact of emergency.
	Time: ___:___

	Within the first 2 hours after notification, the disaster recovery coordinator will:  

· Assess damage

· Notify senior management 

· Make decisions on immediate course of actions (determine if recovery is feasible in place, at the affected location, or if the alternate site must be mobilized as the back-up)

· Notify response team leaders 

· Give formal notification to declare a disaster and initiate replacement equipment shipment (to the affected site, if possible, or the alternate site, as circumstances dictate).
	Time: ___:___

	Within 4 hours, the disaster recovery coordinator will:

· Follow through on notifications.

· Contact engineering staff to alert them to the situation and the anticipated schedule for equipment replacement.

· Contact logistic technician for spares and logistics support requirements.

· Confer with operations team(s) to schedule duties for obtaining/recovering backup tapes and associated data/documentation.

· Confer with technicians to coordinate site readiness for connection of replacement equipment and rerouting of telecommunications links, as needed.

· Complete recovery preparations.
	Time: ___:___

	Within 12 hours, the disaster recovery coordinator will:

· Provide senior management with an updated assessment, including estimated recovery schedule

· Arrange for emergency funding, if required to cover travel or any other extra expenses necessary to deal with the situation.

· Contact software providers to alert them to anticipated interim operations requirements, need for emergency software keys, etc. 

· The operations team(s) will be proceeding with retrieval / recovery of back-up drives. 

· The engineering team(s) will be coordinating restoration at the affected or alternate site, as appropriate.

· Both teams will initiate their portions of recovery logs.
	Time: ___:___

	Within 24 hours, if replacement equipment is not yet available, the disaster recovery coordinator, in concert with operations and engineering team members will:

· Initiate an alternate communications plan to share the resources of the remaining sites to support operational requirements for the affected site(s).

· Test and verify communications capabilities.

· The disaster recovery coordinator will provide updates to senior management and to the NMCC.
	Time: ___:___

	Within 48 hours:

· The disaster recovery coordinator will provide updates to senior management and to the NMCC.

· Notification of alternate/interim operations schedules will be issued through the NOC.
	Time: ___:___

	Upon delivery of replacement equipment or relocation of the site operations and engineering teams will:

· Install and test all applications software on replacement hardware.

· Restore data on replacement equipment

· Monitor restored operations to verify continuity, data integrity, etc. 

· Resume full processing schedules.

· The disaster recovery coordinator will provide updates to senior management and to the NMCC.
	Time: ___:___


ATTACHMENT B - PERSONNEL CONTACT LIST TEMPLATE

Last update: Date and Time
This document contains ManTech Recovery Team point of contact (POC) list. 

Disaster Recovery Team
Personnel # 1 Name:

----- 

Personnel # 1 Title:

----- 

Personnel # 1 Location:

-----
Personnel # 1 Phone Number:
-----

Personnel # N Name:

----- 

Personnel # N Title:

----- 

Personnel # N Location:

-----
Personnel # N Phone Number:
-----

Damage Assessment Team

Personnel # 1 Name:

----- 

Personnel # 1 Title:

----- 

Personnel # 1 Location:

-----
Personnel # 1 Phone Number:
-----

Personnel # N Name:

----- 

Personnel # N Title:

----- 

Personnel # N Location:

-----
Personnel # N Phone Number:
-----

Network Recovery Team

Personnel # 1 Name:

----- 

Personnel # 1 Title:

----- 

Personnel # 1 Location:

-----
Personnel # 1 Phone Number:
-----

Personnel # N Name:

----- 

Personnel # N Title:

----- 

Personnel # N Location:

-----
Personnel # N Phone Number:
-----

Application Recovery Team
Personnel # 1 Name:

----- 

Personnel # 1 Title:

----- 

Personnel # 1 Location:

-----
Personnel # 1 Phone Number:
-----

Personnel # N Name:

----- 

Personnel # N Title:

----- 

Personnel # N Location:

-----
Personnel # N Phone Number:
-----

Computer Operations Team 

Personnel # 1 Name:

----- 

Personnel # 1 Title:

----- 

Personnel # 1 Location:

-----
Personnel # 1 Phone Number:
-----

Personnel # N Name:

----- 

Personnel # N Title:

----- 

Personnel # N Location:

-----
Personnel # N Phone Number:
-----

ATTACHMENT C - VENDOR CONTACT LIST TEMPLATE

Last update: Date and Time

This document contains a list of hardware, software, and supplies vendors. 

Vendor # 1 Name:

----- 

Vendor # 1 Address:
-----
Vendor # 1 Phone Number:
-----
Vendor # 1 Fax Number:
-----

Products: 

-----
Vendor # 2 Name:

----- 

Vendor # 2 Address:
-----
Vendor # 2 Phone Number:
-----

Vendor # 2 Fax Number:
-----

Products: 

-----

Vendor # 3 Name:

----- 

Vendor # 3 Address:
-----
Vendor # 3 Phone Number:
-----

Vendor # 3 Fax Number:
-----

Products: 

-----

Vendor # N Name:
----- 

Vendor # N Address:
-----
Vendor # N Phone Number:
-----

Vendor # N Fax Number:
-----

Products: 

-----
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